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1. Introduction

Professor Isaac Goldhirsch left us in April 2010. The authors of this article are honored and
privileged to have been his former Ph.D. students at the Tel-Aviv University, Faculty of Engineer-
ing, Department of Fluid Mechanics. This article is dedicated to the memory of Professor Isaac
Goldhirsch.

When sufficiently strongly forced a granular system may become fluidized to the point that the
grains interact mainly by quasi instantaneous inelastic binary collisions thereby rendering the tra-
ditional methods of the kinetic theory of gases applicable to their description [7, 8, 13]. A common
approach invokes the Chapman-Enskog expansion properly modified to account for the inelastic
nature of granular collisions [5, 9, 10, 15, 27] and its extension to moderately dense systems where
the two-particle distribution function is represented as the product of one-particle distribution func-
tions, multiplied by the equilibrium pair correlation at contact (Revised Enskog Theory) [12, 14].
The latter consists of a perturbative expansion in the Knudsen number defined as the ratio of the
mean free path between collisions (with another particle or with the wall) to a typical length of vari-
ation of the macroscopic fields. By nature this expansion is limited to small values of the Knudsen
number and high order terms (Burnett, superBurnett) are unstable [4, 26]. High Knudsen number
flows are encountered in many important problems including flows at high altitude, shock waves,
or flows in micro-scale geometries. The latter type of flows have recently received an increased
attention due to the development of micro-electro-mechanical systems (MEMS). In many cases,
one has recourse to direct numerical approaches for solving the Boltzmann equation by discretiz-
ing the Boltzmann integrals [1], or by a Lagrangian solver which tracks the trajectory of individual
particles [2]. Despite some successes this approach is limited by the enormous computational cost
involved. Another approach, popularly used to describe micro-devices [17] or in the investigation
of shock waves [22, 24, 21] involves the use of moment methods, and in particular Grad’s method
of moments [19, 3]. Grad’s method consists of assuming that the single particle distribution func-
tion has the form of a local Maxwellian distribution multiplied by a series of (Hermite) polynomials
in the peculiar velocity with time dependent prefactors, which correspond to linear combinations of
the moments of the single particle distribution function. In practice the infinite series is truncated
at some higher moment which brings along daunting mathematical problems [20, 29, 11]. In this
article we shall not concern ourselves with problems of convergence, regularization or stability of
the Grad expansion. Instead we begin with the assumption that for any arbitrarily large Knudsen
number the Boltzmann equation can be approximately solved by retaining a sufficient number of
terms in Grad’s expansion. Grad’s ansatz serves as a closure for a hierarchy of equations of mo-
tions for the moments (or equivalently for the expansion coefficients of the distribution function)
that can be derived using the Boltzmann equation. During the last few years, Prof. Isaac Gold-
hirsch and the present authors (with O. Bar-Lev) have developed a method especially devised for
exploiting the capabilities of symbolic processors such as Maple and Mathematica [23, 14]. The
goal of the present article is to propose a tool for calculating the Boltzmann source terms emerging
in the hierarchy of moment equations to arbitrary order.

This article is organized as follows. Section 2. presents the balance laws for a dilute granular
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gas [18]. The quantity of interest is the source term χ̃, a tensor whose order increases with the
hierarchy to become very rapidly intractable. Section 3. is the core of the article containing the
method for calculating χ̃. As a way of illustrating the method we derive in section 4. the equations
pertaining to a one-dimensional stationary granular gas (i.e., of infinite transverse extent) under
gravity [6, 25]. We demonstrate the method for the 13-moment case in the most detailed manner.

2. Formulation of the problem
In this article we closely follow Jenkins and Richman [18] to which we refer for a more detailed
exposition of the formulation. We consider a gas of inelastic smooth and homogeneous hard
spheres of mass m, diameter σ and coefficient of normal restitution α (or coefficient of inelasticity
ε ≡ 1−α2). The collision between sphere 1 and 2 results in the following velocity transformation:

c′1 = c1 − 1 + α

2
(g · k)k

c′2 = c2 +
1 + α

2
(g · k)k (2.1)

where primes denote postcollisional velocities. The relative velocities of spheres 1 and 2 immedi-
ately before and after a collision are g = c1 − c2, g′ = c′1 − c′2 and k is a unit vector from the
center of sphere 1 to the center of sphere 2 at contact. In what follows in a binary collision between
two spheres, primes denote postcollisional quantities.

The single particle distribution and the two-particle distribution are denoted by f (c, r, t) and
f (2) (c1, r1, c2, r2, t), respectively. The mass density is ρ = nm, where n is the number density
n ≡ ∫

f (c, r, t) dc. The mean value of any particle property ψ (c) is defined as:

〈ψ〉 ≡ 1

n

∫
f (c, r, t) ψ (c) dc

The mean velocity is u ≡ 〈c〉 and the peculiar velocity is C ≡ c− u. The temperature is defined
by 〈C2〉 ≡ 3 T

m
, the stress tensor is P ≡ 〈ρCC〉 and the heat flux is Q ≡1

2
〈ρC2C〉. The collisional

rate of change of ψ per unit volume at r is:

C (ψ) = σ2

∫

g·k>0

(ψ (c′2)− ψ (c2)) f (2) (c1, r1, c2, r1 + σk, t) (g · k) dkdc1dc2

where r = r1 + σk, which can be written as (see [18]):

C (ψ) = χ (ψ)− ∂

∂ri

Θi (ψ)− ∂uj

∂ri

Θi

(
∂ψ

∂Cj

)

where the source term is:

χ (ψ) =
σ2

2

∫

g·k>0

(ψ (c′1) + ψ (c′2)− ψ (c1)− ψ (c2)) f (2) (c1, r− σk, c2, r, t) (g · k) dkdc1dc2
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and the flux term is:

Θi (ψ) = −σ

2

∫

g·k>0

(ψ (c′1)− ψ (c1)) ki

(
1− σ

2!
kj

∂

∂rj

+
σ2

3!
kjkm

∂2

∂rj∂rm

+ . . .

)
×

f (2) (c1, r, c2, r + σk, t) (g · k) dkdc1dc2

The following balance equation holds:

D

Dt
〈ρψ〉+ 〈ρψ〉∇ · u +

∂

∂ri

(〈ρCiψ〉+ Θi (mψ))

+ρ

(
Dui

Dt
− Fi

m

)〈
∂ψ

∂Ci

〉
+

(〈
ρCi

∂ψ

∂Cj

〉
+ Θi

(
m

∂ψ

∂Cj

))
∂uj

∂ri

= χ (mψ) (2.2)

where F is the external force and D
Dt
≡ ∂

∂t
+ ui

∂
∂ri

. Since we consider the dilute limit Θ = 0 and:

f (2) (c1, r− σk, c2, r, t) = f (c1, r, t) f (c2, r, t)

The source term then reads:

χ (ψ) =
σ2

2

∫

g·k>0

(ψ (c′1) + ψ (c′2)− ψ (c1)− ψ (c2)) f (c1, r, t) f (c2, r, t) (g · k) dkdc1dc2

(2.3)
and the balance equation becomes:

ρ
D

Dt
〈ψ〉+

∂

∂ri

〈ρCiψ〉+ ρ

(
Dui

Dt
− Fi

m

)〈
∂ψ

∂Ci

〉
+

〈
ρCi

∂ψ

∂Cj

〉
∂uj

∂ri

= χ (mψ) (2.4)

Define the N-th moment, source and heat tensors as:

Mk1···kN
≡ 〈Ck1 · · ·CkN

〉
χk1···kN

≡ χ (mCk1 · · ·CkN
)

Qik1···kN
≡ ρ

2
Mik1···kN

Note that with these definitions T = m
3
Mii, Pij = ρMij and Qi = ρ

2
Mijj . Upon substituting

ψ = Ck1Ck2 . . . CkN
(N ≥ 4) into Eq.(2.4) one obtains the equation of motion for Mk1···kN

:

ρ
dMk1···kN

dt
+ 2

∂Qik1···kN−1

∂ri

−NM(k1···kN

∂

∂ri

PkN )i + 2N
∂

∂ri

Qi(k1···kN−1
ukN ) = χk1···kN

where parentheses around a set of N indices denote the sum of all permutations of the indices
divided by N ! (see [18] for equations of motion with N < 4). Grad’s ansatz for the single-particle
distribution function reads [16]:

f (c, r, t) =

(
1− ai

∂

∂ci

+
aij

2!

∂2

∂ci∂cj

− aijk

3!

∂3

∂ci∂cj∂ck

+ · · ·
)

f 0 (c, r, t)

= n
m

3
2

(2πT )
3
2

(
1− ai

mCi

T
+

aij

2!

mCi

T

mCj

T
− aijk

3!

mCi

T

mCj

T

mCk

T
+ · · ·

)
e−

mC2

2T

(2.5)
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where f 0 is the Maxwellian:

f 0 = n
m

3
2

(2πT )
3
2

e−
mC2

2T

It is convenient to define the non-dimensional quantities:

C̃i ≡
√

m

2T
Ci

bi1···iN ≡ (−1)N

N !

(
2m

T

)N
2

ai1···iN

then Eq.(2.5) becomes:

f (c, r, t) = n
m

3
2

(2πT )
3
2

(
1 + biC̃i + bijC̃iC̃j + bijkC̃iC̃jC̃k + · · ·

)
e−

eC2

It can be shown that the mean value of property φ is (see [18]):

〈φ〉 =
∞∑

p=0

as1...sp

p!

〈
∂pφ

∂cs1 . . . ∂cs1

〉0

where 〈ξ〉0 ≡ 1
n

∫
ξ (c) f (0) (c, r, t) dc. The moment tensors are easily computed:

Mi1···iN = N !
N∑

p=0

1

p! (N − p)!
a(i1...ip

〈
Cip+1 . . . C iN )

〉0

However the source term Eq.(2.3) is much more complicated:

χi1···ik =
ρ

2π4`

(
2T

m

) k+1
2 ∑

{α}

∑

{β}
bα1···αpbβ1···βq χ̃i1···ikα1···αpβ1···βq

where ` is the mean free path ` ≡ 1
nπσ2 and we encounter a new tensor of size k + p + q (tildes are

dropped for the sake of clarity):

χ̃i1···ikα1···αpβ1···βq ≡
∫

g·k>0

dkdC1dC2e
−(C2

1+C2
2) (g · k)

(
C ′

1i1
· · ·C ′

1ik
+ C ′

2i1
· · ·C ′

2ik
− C1i1 · · ·C1ik − C2i1 · · ·C2ik

)
C1α1 · · ·C1αpC2β1 · · ·C2βq

(2.6)

This tensor χ̃ becomes forbiddingly tedious to calculate as its order increases. As mentioned,
the main goal of the present article to present a computer-aided method allowing the automatic
calculation of this tensor to any order.
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3. Calculation of the tensor χ̃

The tensor χ̃i1···ikα1···αpβ1···βq is not velocity dependent, i.e. it is a constant tensor. It follows from
tensorial considerations that it is a linear combination of products of Kronecker’s delta’s of the
indices (and vanishes for odd values of k + p + q). There are (k + p + q − 1)!! such terms. For
example the sixth order tensor (15 terms) χ̃i1i2α1α2β1β2 is of the form:

χ̃i1i2α1α2β1β2 = A1δi1,i2δα1,β1δα2,β2 + A2δα1,α2δβ2,β1δi1,i2 + · · ·+ A15δβ2,β1δα2,i2δi1,α1

It is convenient to define a vector of pair-partitions Π whose entries correspond to specific parti-
tions. In the example: Π (1) = {(i1, i2) (α1, β1) (α2, β2)}, . . ., Π (15) = {(β2, β1) (α2, i2) (i1, α1)}
The corresponding product of deltas is defined as δΠ(i). There are exactly as many constant Ai’s as
the number of pair-partitions NPart. Hence:

χ̃i1···ikα1···αpβ1···βq =

NPart∑
i=1

AiδΠ(i) (3.1)

Upon multiplying and contracting χ̃ by all the δΠ(i) one obtains NPart equations for the {Ai}. In
the example: δΠ(1) = δi1,i2δα1,β1δα2,β2 , δΠ(2) = δi1,i2δα1,α2δβ1,β2 , . . . so that:

δΠ(1)χ̃i1i2α1α2β1β2 = 27A1 + 9A2 + · · ·+ 3A15

δΠ(2)χ̃i1i2α1α2β1β2 = 9A1 + 27A2 + · · ·+ 9A15

...

Applying the δΠ(i) operation under the integral sign defining χ̃ in Eq.(2.6) in the left hand side of
the above system yields a scalar function of the velocities. In the example:

δΠ(15)χ̃i1ı2α1α2β1β2 =

∫

g·k>0

dkdC1dC2e
−(C2

1+C2
2) (g · k)×

δβ2,β1δα2,i2δi1,α1

(
C ′

1i1
C ′

1i2
+ C ′

2i1
C ′

2i2
− C1i1C1i2 − C2i1C2i2

)
C1α1C1α2C2β1C2β2

=

∫

g·k>0

dkdC1dC2e
−(C2

1+C2
2) (g · k)

(
(C′

1 ·C1)
2
+ (C′

2 ·C1)
2 − C4

1 − (C1 ·C2)
2
)

C2
2

(3.2)

Integrals of the type of Eq.(3.2) can obviously be calculated by hand but the integrals become
rapidly overwhelming at higher orders. To simplify the labor we have invented a method based on
a single generating function, the supergenerating function defined as follows:

I1 =

∫

g·k>0

(g·k) e−F dkdC1dC2

where:

F = b1C
2
1 + b2C

2
2 + b3C

′2
1 + b4C

′2
2 +

x

2
(C′

1 + C1)
2
+

y

2
(C′

1 + C2)
2
+

z

2
(C′

1 + C′
2)

2
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The calculation of I1 (2D and 3D) is presented in Appendix A. By taking derivatives of I1 with
respect to bi, x, y and z, one can straightforwardly obtain integrals of the type of Eq.(3.2) (see
Appendix A). Returning to the example we have:

δΠ(15)χ̃i1α1α2β1β2β3 =[(
− ∂

∂x
+

1

2

∂

∂b3

+
1

2

∂

∂b1

)2

+

(
∂

∂x
− ∂

∂z
− ∂

∂b1

+
1

2

∂

∂b2

− 1

2

∂

∂b3

)2

−
(
− ∂

∂b1

)2

−
(
− ∂

∂z
+

1

2

∂

∂b1

+
1

2

∂

∂b2

)2
](

− ∂

∂b1

)
I1

=

(
−2

∂3

∂b1∂x2
+ 2

∂3

∂b1∂x∂b3

+ 3
∂3

∂b2
1∂x

− 1

2

∂3

∂b1∂b2
3

− 3

2

∂3

∂b2
1∂b3

+ 2
∂3

∂b1∂x∂z

+ − ∂3

∂b1∂x∂b2

− 3
∂3

∂b2
1∂z∂b2

− ∂3

∂b1∂z∂b3

+
3

2

∂3

∂b2
1∂b2

+
1

2

∂3

∂b1∂b2∂b3

)
I1

This expression must be computed for b1 = b2 = 1 and all other variables equal to zero. These
quantities can be conveniently calculated with the help of symbolic processor such as Maple or
Mathematica. The linear system for the coefficients Ai is completely determined and can be solved.

4. Stationary one-dimensional granular gas under gravity
To illustrate the method we consider a simple system: a stationary one-dimensional granular gas
under gravity. Energy is continuously provided from below (z = 0). The system is infinite and
homogeneous in the transverse dimensions (x, y). We content ourselves with the derivation of
the equations and will relegate the study of the properties of the resulting differential system to a
forthcoming publication. We shall ignore the difficult problem of defining appropriate boundary
conditions on the bottom (e.g., Maxwell boundary conditions). Since u = 0, Eq.(2.4) becomes:

∂

∂z
〈ρCzψ〉+ gρ

〈
∂ψ

∂Cz

〉
= χ (ψ) (4.1)

Since the system depends on (Cz, C
2), it is convenient to use the shorthand notation:

MN,p ≡ 〈
C2NCp

z

〉
(4.2)

χN,p ≡ χ
(
mC2NCp

z

)
=

ρ

2π4`

(
2T

m

)N+ p+1
2

χ̃N,p (4.3)

Note that:

M1,0 =
3T

m
M0,1 = 0

M0,0 = 1 (4.4)
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In terms of MN,p and χN,p Eq.(4.1) reads:

d

dz
(ρMN,p+1) + gρ (2NMN−1,p+1 + pMN,p−1) = χN,p (4.5)

For future reference, N = 0, p = 0 yields the trivial equality: 0 = 0 and for N = 0, p = 1:

dM0,2

dz
= −ρg (4.6)

In the 1D case, Eq.(2.5) can be written in the form:

f = f 0

∞∑
α=0

∞∑
q=0

2
q
2

q!
µ(q,α)C̃2αC̃q

z (4.7)

thereby defining the coefficients µ(q,α). In terms of these coefficients the moments read:

MN,p =
2

π
3
2

(
2T

m

) p
2
+N ∞∑

α=0

∞∑
q=0

2
q
2

q!
µ(q,α)δp+q,evenAα+N,p+q ≡

(
2T

m

) p
2
+N

M̃N,p (4.8)

defining the non-dimensionalized M̃N,p and:

A`k ≡
∫

Θ (Cz) e−C2

C2`Ck
z dC = 2π

∫ ∞

0

Θ (Cz) e−C2

C2(`+ k
2
+1)dC

∫ π
2

0

sin θ cosk θdθ

=
2π

k + 1

∫ ∞

0

e−C2

C2(`+ k
2
+1)dC =

π

k + 1
Γ

(
` +

k + 3

2

)
(4.9)

Eqs.(4.4) become:

M̃1,0 =
3

2

M̃0,0 = 1

M̃0,1 = 0 (4.10)

It is convenient to measure heights in units of mean free path:

ξ =

∫ z

0

dz′

` (z′)
(4.11)

and to define the non-dimensionalized densities and temperatures ñ ≡ n
n(0)

and T̃ ≡ T
T (0)

where
n (0) and T (0) are the density and temperature of the gas at the bottom. Eq.(4.5) becomes

M̃N,p+1
d log ñ

dξ
+

(
p + 1

2
+ N

)
M̃N,p+1

d log T̃

dξ
+

d

dξ
M̃N,p+1

=
χ̃Np

2π4
− Kn

ñT̃

(
NM̃N−1,p+1 +

p

2
M̃N,p−1

)
(4.12)
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where we have defined a Knudsen number Kn by:

Kn =
mg` (0)

T (0)
(4.13)

The linear infinite first-order differential system Eqs.(4.12) for the variables ñ, T̃ and the set
µ(n,α) is to be solved with the initial conditions: ñ (0) = T̃ (0) = 1 and µ(n,α) (0). In order
to calculate µ(n,α) (0) one needs boundary conditions at the bottom. A common choice is the
Maxwell boundary conditions (see Appendix B). Notice that by integrating Eq.(4.6) one obtains
a relation between M̃0,2, the total number of particles per unit area, NT , and Kn.

M̃0,2 (0) =
mgNT

n (0) T (0)
=

1

2
NT

(
πσ2

)
Kn

Similarly, the heat flux at the bottom is related to M̃1,1 by:

Qz (0) =
m

2
n (0)

(
2T (0)

m

) 3
2

M̃1,1 (0)

Notice that the matrix corresponding to the l.h.s. of Eqs.(4.12) may not be of full rank (as e.g., in
the 13 moment case, see below). After reducing this matrix to row echelon form, the augmented
matrix assumes the form




1 ∗ ∗ . . . ∗
0 1 ∗ . . . ∗
0 0 1 . . . ∗
...

...
...

...
...

0 0 0 0 . . . 0 RHS1

0 0 0 0 . . . 0 RHS2
...

...
...

...
...




(4.14)

where RHS1, RHS2, . . . are the right hand sides obtained after augmenting the matrix of the sys-
tem. The system is soluble if RHS1 = 0, RHS2 = 0, . . .. These algebraic equations will
supplement the system. By taking the derivative of the constraints with respect to ξ, one obtains
again a full-rank system. The constraints must be satisfied on the boundary: RHS1 (0) = 0,
RHS2 (0) = · · · = 0. In the following we first show how the calculation of χN,p simplifies in the
one-dimensional case. Finally we calculate the 13-moments case in detail for definiteness.

4.1. Calculation of χ̃N,p

Since by definition χN,p ≡ χ
(
mC2NCp

z

)
one has:

χ̃N,p =
∞∑

α1=0

∞∑
α2=0

∞∑
q1=0

∞∑
q2=0

1

q1!

1

q2!
µ(q1,α1)µ(q2,α2)2

q1+q2
2 F (N, p, q1, q2, α1, α2) (4.15)
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where:

F (N, p, q1, q2, α1, α2) =

∫

(g·k)>0

e−(C2
1+C2

2) (g · k) dkdC1dC2 ×
(
C ′2N

1 C ′p
1z + C ′2N

2 C ′p
2z − C2N

1 Cp
1z − C2N

2 Cp
2z

)
C2α1

1 Cq1

1zC
2α2
2 Cq2

2z

Next, we define the generalized tensor χ̃:

χ̃
(N,α1,α2)
i1···ipj1···jq1`1···`q2

≡
∫

dkdC1dC2e
−(C2

1+C2
2) (g · k) C2α1

1 C2α2
2 ×

(
C ′2N

1 C ′
1i1···C

′
1ip + C ′2N

2 C ′
2i1···C

′
2ip − C2N

1 C1i1···C1ip − C2N
2 C2i1···C2ip

)
C1j1

· · ·C1jq1
C2`1

· · ·C2`q2

One has:

χ̃
(N,α1,α2)
i1···ipj1···jq1`1···`q2

=

NPart∑
i=1

A
(N,α1,α2)
i δΠ(i) (4.16)

where the sum is over all pair-partitions of the set of indices: {i1, · · · , ip, j1, · · · , jq1 , `1, · · · , `q2}.
Then:

F (N, p, q1, q2, α1, α2) = χ̃(N,α1,α2)
z···zz···zz···z

Here all deltas are equal to 1 so that:

F (N, p, q1, q2, α1, α2) =

NPart∑
i=1

A
(N,α1,α2)
i

To obtain the sum on the r.h.s. of the latter equation, one can proceed as follows. Multiply both
sides of Eq.(4.16) by

∑NPart

i′=1 δΠ(i′). Since:

NPart∑

i′=1

NPart∑
i=1

δΠ(i′)δΠ(i) = N (p + q1 + q2)

where N (p + q1 + q2) is a number depending on the number of indices, one obtains:

F (N, p, q1, q2, α1, α2) =

NPart∑
i=1

A
(N,α1,α2)
i =

1

N (p + q1 + q2)

NPart∑
i=1

χ̃
(N,α1,α2)
i1···ipj1···jq1`1···`q2

δΠ(i)
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For example:

F (N, 1, 1, 2, α1, α2) =
1

3
× χ̃

(N,α1,α2)
ij`1`2

{δi,jδ`1,`2 + δi,`1δj,`2 + δi,`2δj,`1}

=
1

3

∫
dkdC1dC2e

−(C2
1+C2

2) (g · k) C2α1
1 C2α2

2 ×
1

3

(
C ′2N

1 C ′
1i

+ C ′2N
2 C ′

2i
− C2N

1 C1i
− C2N

2 C2i

)
C1j

C2`1
C2`2

{δi,jδ`1,`2 + δi,`1δj,`2 + δi,`2δj,`1}

=
1

3

∫
dkdC1dC2e

−(C2
1+C2

2) (g · k) C2α1
1 C2α2

2 ×
(
C ′2N

1 C ′
1i

+ C ′2N
2 C ′

2i
− C2N

1 C1i
− C2N

2 C2i

) (
C1i

C2
2 + (C1i

+ C2i
) (C1 ·C2)

)

=
1

3

∫
dkdC1dC2e

−(C2
1+C2

2) (g · k) C2α1
1 C2α2

2 ×
{
C ′2N

1

[
(C1 ·C′

1) C2
2 + (C1 ·C′

1) (C1 ·C2) + (C′
1 ·C2) (C1 ·C2)

]

+ C ′2N
2

[
(C1 ·C′

2) C2
2 + (C1 ·C′

2) (C1 ·C2) + (C′
2 ·C2) (C1 ·C2)

]

−C2N
1

[
C2

1C
2
2 + (C1 ·C′

2)
2
+ (C1 ·C2) C2

1

]

−C2N
2

[
(C1 ·C2) C2

2 + (C1 ·C2)
2 + (C1 ·C2) C2

2

]}

We consider next the 13 moments case.

4.2. Grad’s 13 moments
The 13 variables of the system are ρ, ui, T, aij (symmetric and traceless) and aijj and:

f = f 0

(
1 +

1

2

(m

T

)2

aijCiCj +
1

10

(m

T

)2

aijj

((m

T

)
C2 − 5

)
Ci

)
(4.17)

For a one-dimensional system axx = ayy = −azz

2
and Eq.(4.17) simplifies:

f = f 0

(
1 +

azz

2

(m

T

)2
(
−1

2

(
C2 − C2

z

)
+ C2

z

)
+

azjj

10

(m

T

)2 ((m

T

)
C2 − 5

)
Cz

)

=
nm

3
2

(2πT )
3
2

e−
eC2

(
1 +

azz

2

(m

T

)(
3C̃2

z − C̃2
)

+
2azjj

5

( m

2T

) 3
2
(
2C̃2 − 5

)
C̃z

)
(4.18)
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The sum in Eq.(4.7) is truncated at q ≤ Nm and α ≤ Ns. It is easy to see that Eq.(4.17) is recovered
if Nm = 2 and Ns = 1. Comparing to Eq.(4.18):

µ(0,0) = 1 (4.19)

µ(2,0) =
3

2

(m

T

)
azz =

3

2
A

µ(1,1) =
1

5

(m

T

) 3
2
azjj =

2
√

2

5
B

µ(1,0) = −1

2

(m

T

) 3
2
azjj = −

√
2B

µ(0,1) = −1

2

(m

T

)
azz = −1

2
A

µ(2,1) = 0 (4.20)

where:

A ≡ m

T
azz; B ≡

( m

2T

) 3
2
azjj

In terms of the new parameters, A and B, the moments read:

M̃N,p =
2

π
3
2

AN,pδp,even +
A

π
3
2

(3AN,p+2 − AN+1,p) δp,even +
2B

π
3
2

(
4

5
AN+1,p+1 − 2AN,p+1

)
δp,odd

(4.21)

It is readily verified that M̃0,0 = 1, M̃0,1 = 0,M̃1,0 = 3
2

and:

M̃1,1 = B

M̃0,2 =
1 + A

2

M̃0,3 =
3

5
B

M̃1,2 =
5 + 7A

4
(4.22)

The variables are: ñ, T̃ , A and B.
The first four equations of the hierarchy: ((N, p) = (0, 1), (0, 2), (1, 0), (1, 1)) yield the system:

(1 + A)
d log ñ

dξ
+ (1 + A)

d log T̃

dξ
+

dA

dξ
= −Kn

ñT̃

B
d log ñ

dξ
+

3

2
B

d log T̃

dξ
+

dB

dξ
=

1

2π4
χ̃1,0

B
d log ñ

dξ
+

3

2
B

d log T̃

dξ
+

dB

dξ
=

5

3

1

2π4
χ̃0,2

(5 + 7A)
d log ñ

dξ
+ 2 (5 + 7A)

d log T̃

dξ
+ 7

dA

dξ
=

2

π4
χ̃1,1 − Kn

ñT̃
(5 + 2A) (4.23)
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The second and third rows of the l.h.s. of the system are equal so that a row should be replaced by
the constraint 5

3
χ̃0,2 = χ̃1,0. The final system is thus a differential system plus a constraint:

(1 + A)
d log ñ

dξ
+ (1 + A)

d log T̃

dξ
+

dA

dξ
= −Kn

ñT̃

B
d log ñ

dξ
+

3

2
B

d log T̃

dξ
+

dB

dξ
=

1

2π4
χ̃1,0

(5 + 7A)
d log ñ

dξ
+ 2 (5 + 7A)

d log T̃

dξ
+ 7

dA

dξ
=

2

π4
χ̃1,1 − Kn

ñT̃
(5 + 2A)

5

3
χ̃0,2 = χ̃1,0 (4.24)

There remains to calculate the terms on the r.h.s: χ̃0,2, χ̃1,0 and χ̃1,1.
Eq.(4.15) is:

χ̃N,p =
(
µ(0,0)

)2
F (N, p, 0, 0, 0, 0) +

(
µ(0,1)

)2
F (N, p, 0, 0, 1, 1)

+ 2
(
µ(1,0)

)2
F (N, p, 1, 1, 0, 0) + 2

(
µ(1,1)

)2
F (N, p, 1, 1, 1, 1)

+
(
µ(2,0)

)2
F (N, p, 2, 2, 0, 0) + 2µ(0,0)µ(0,1)F (N, p, 0, 0, 0, 1)

+ 2
3
2 µ(0,0)µ(1,0)F (N, p, 0, 1, 0, 0) + 2

3
2 µ(0,0)µ(1,1)F (N, p, 0, 1, 0, 1)

+ 2µ(0,0)µ(2,0)F (N, p, 0, 2, 0, 0) + 2
3
2 µ(0,1)µ(1,0)F (N, p, 0, 1, 1, 0)

+ 2
3
2 µ(0,1)µ(1,1)F (N, p, 0, 1, 1, 1) + 2µ(0,1)µ(2,0)F (N, p, 0, 2, 1, 0)

+ 4µ(1,0)µ(1,1)F (N, p, 1, 1, 0, 1) + 2
3
2 µ(1,0)µ(2,0)F (N, p, 1, 2, 0, 0)

+ 2
3
2 µ(1,1)µ(2,0)F (N, p, 1, 2, 1, 0)

where we have used the obvious symmetry property: F (N, p, q1, q2, α1, α2) = F (N, p, q2, q1, α2, α1).
Substituting Eqs.(4.20) and using the fact that F (N, p, q1, q2, α1, α2) = 0 for odd values of p +
q1 + q2 one gets:

χ̃0,2 = F (0, 2, 0, 0, 0, 0) +
1

4
A2F (0, 2, 0, 0, 1, 1) + 4B2F (0, 2, 1, 1, 0, 0)

+
16

25
B2F (0, 2, 1, 1, 1, 1) +

9

4
A2F (0, 2, 2, 2, 0, 0)− AF (0, 2, 0, 0, 0, 1)

+3AF (0, 2, 0, 2, 0, 0)− 3

2
A2F (0, 2, 0, 2, 1, 0)− 16

5
B2F (0, 2, 1, 1, 0, 1)

= (1 + α)
√

2π
7
2

{
2

3
(α− 1) +

A

5
(α− 5) +

B2

250
(25α− 49)− A2

280
(3α + 37)

}

(4.25)

Similarly:

χ̃1,0 = −ε
√

2π
7
2

(
2 +

3A2

40
+

3B2

40

)
(4.26)
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and:

χ̃1,1 =

√
2π

7
2

15
(1 + α) B

{
(31α− 49)− A

10
(17α + 5)

}
(4.27)

4.2.1. Solution of the system 4.23

The system Eqs.(4.23) is now completely specified and can be solved numerically. Upon substi-
tuting Eqs.(4.25,4.26,4.27) into Eqs.(4.23) one obtains:

(1 + A)
d log ñ

dξ
+ (1 + A)

d log T̃

dξ
+

dA

dξ
= −Kn

ñT̃
(4.28)

B
d log ñ

dξ
+

3B

2

d log T̃

dξ
+

dB

dξ
= − ε√

2π

(
2 +

3A2

40
+

3B2

40

)
(4.29)

(5 + 7A)
d log ñ

dξ
+ 2 (5 + 7A)

d log T̃

dξ
+ 7

dA

dξ
=

8 (1 + α)

15
√

2
B

{
(31α− 49)− A

10
(17α + 5)

}
− Kn

ñT̃
(5 + 2A) (4.30)

8

3
(1− α)− (5− α) A− B2

40

(
151

5
− 11α

)
− A2

140
(61 + 39α) = 0 (4.31)

Differentiating the constraint yields the differential system:

(1 + A)
d log ñ

dξ
+ (1 + A)

d log T̃

dξ
+

dA

dξ
= −Kn

ñT̃

B
d log ñ

dξ
+

3B

2

d log T̃

dξ
+

dB

dξ
= − ε√

2π

(
2 +

3A2

40
+

3B2

40

)

(5 + 7A)
d log ñ

dξ
+ 2 (5 + 7A)

d log T̃

dξ
+ 7

dA

dξ
=

8 (1 + α)

15
√

2
B

{
(31α− 49)− A

10
(17α + 5)

}
− Kn

ñT̃
(5 + 2A)

(
A

70
(61 + 39α) + 5− α

)
dA

dξ
+

B

20

(
151

5
− 11α

)
dB

dξ
= 0 (4.32)
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which should be solved with boundary conditions ñ (0) = T̃ (0) = 1 and A (0), B (0). The four
constants A (0), B (0), n (0) and T (0) are determined by the four equations:

m
n (0)

2

(
2T (0)

m

) 3
2

B (0) = Qz (0)

n (0) T (0) (1 + A (0)) = gNT

n (0) T (0) =
mg

πσ2Kn
8

3
(1− α)− (5− α) A (0)− B2 (0)

40

(
151

5
− 11α

)
− A2 (0)

140
(61 + 39α) = 0 (4.33)

The following two figures are plots of ñ and T̃ as a function of ξ for B (0) = 0.10, 0.20, 0.25. The
plots exhibita a maximum in the density and a minimum in the temperature which then increases
with altitude. This results are in qualitative agreement with earlier studies of vertically vibrated
granular gases under gravity [6, 25].

0 1 2 3 4 5 6
0

0.5

1

1.5

2

2.5

3

3.5

ξ

n(
ξ)

/n
(0

)

Figure 1: ñ as a function of ξ for Kn = 0.1, α = 0.9 and B (0) = 0.10 (solid line, lower curve);
B (0) = 0.20 (dashed line, middle curve); B (0) = 0.25 (dashed line, upper curve);
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0 0.5 1 1.5 2 2.5 3 3.5 4
0

1

2

3

4

5

6

7

ξ

T(
ξ)

/T
(0

)

Figure 2: Same as Fig.(1) for T̃ which exhibits a minimum at ξmin: B (0) = 0.10, ξmin = 0.7,
T̃min = 0.895 (solid line, upper curve) B (0) = 0.20, ξmin = 0.1, T̃min = 0.610 (dashed line,
middle curve); B (0) = 0.25, ξmin = 2.52, T̃min = 0.280 (dashed line, lower curve);

These results are very close to those obtained by a direct application of Navier-Stokes order
in a Chapman-enskog expansion. In the following section we aim at bridging between the Grad
13-moment approach and the Navier-Stokes order.

4.2.2. Navier-Stokes

We first rederive the Navier-Stokes system. We refer to [6] for a comprehensive analysis of the
problem. The momentum and energy equations are:

dPzz

dz
= −nmg (4.34)

2
dQz

dz
= −nmΓ (4.35)

In [27] the heat flux , the stress tensor and the energy loss term Γ have been calculated to second
order in the Knudsen number, K (i.e. gradients) and to linear order in ε. In the present system one
has (the factors of 3

3
2 appear because the definition of temperature in [27] is Θ = 3T ):

Pzz = nT + O(ε2) (4.36)

Qz = −3
3
2 κ̃nm`

√
T

dT

dz
− 3

3
2 λ̃m`T

3
2
dn

dz
(4.37)

Γ =
3

3
2 δ̃

`
T

3
2 (4.38)
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where

κ̃ = 0.4101 + 0.1072ε + O(ε2)

λ̃ = 0.2110ε + O(ε2)

δ̃ =

√
16

27π
ε− 0.1112ε2 + . . .

From Eqs.4.35,4.37,4.38 it is clear that there is a balance between Knudsen order and order in
ε: O(K2) = O(ε). For this reason we shall restrict our calculations to lowest order in ε since
we retain linear order in gradients at Navier-stokes order. After changing variable to ξ defined in
Eq.(4.11)

dPzz

dξ
= −`mng ≡ −C

where C = Knn(0)T (0) = KnPzz(0) is a constant and

Pzz = Pzz(0) {1−Knξ}

Using the identity
√

T dT
dξ

= 2T d
√

T
dξ

one has

Qz

m3
3
2

= −2κ̃nT
d
√

T

dξ
− λ̃T

3
2
dPzz

T

dξ

= −2Pzz

(
κ̃− λ̃

) d
√

T

dξ
+ λ̃

√
TKnPzz(0)

Eq.(4.35) reads

2

m3
3
2

dQz

dξ
= −nδ̃T

3
2 = −δ̃PzzT

1
2

finally leading to

d2
√

T

dξ2
− 2κ̃− λ̃

2(κ̃− λ̃)

(
Kn

1−Knξ

)
d
√

T

dξ
− δ̃

4(κ̃− λ̃)

√
T = 0 (4.39)

We consider next the 13-moment Grad expansion. The variables A and B are related to the
familiar variables as follows:

A =
Pzz

nT
− 1

B =
2Qz

ρ

( m

2T

) 3
2

In Eq.(4.36) we have indicated the dependence on ε to show that A = O(ε2) and is negligible.
Eq.( 4.31) shows that B = O(

√
ε) that is Qz = O(

√
ε). The system Eqs.(4.34,4.29,4.30) simplifies
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to:

d log ñ

dξ
+

d log T̃

dξ
= −Kn

ñT̃
(4.40)

B
d log ñ

dξ
+

3B

2

d log T̃

dξ
+

dB

dξ
= −

√
2

π
ε (4.41)

5
d log ñ

dξ
+ 10

d log T̃

dξ
=

8 (1 + α)

15
√

2π
(31α− 49)B − 5

Kn

ñT̃
(4.42)

Eq.(4.40) has solution

ñT̃ = 1−Knξ

and Eq.(4.42) yields (setting α = 1 at that order)

B = −25

48

√
2π

d log T̃

dξ

Substituting into Eq.(4.41)

−25

48

√
2π

d2 log T̃

dξ2
− 25

48

√
2π

d log T̃

dξ

(
d log ñ

dξ
+

3

2

d log T̃

dξ

)
= −

√
2

π
ε

or

d2 log T̃

dξ2
+

1

2

(
d log T̃

dξ

)2

− Kn

1−Knξ

d log T̃

dξ
=

48

25π
ε

Using d log eT
dξ

= 2√
T

d
√

T
dξ

one finally gets

d2
√

T

dξ2
− Kn

1−Knξ

d
√

T

dξ
− 24

25π
ε
√

T̃ = 0 (4.43)

Eqs. (4.43) and (4.39) are almost identical. The first derivatives are equal at O(ε) while the last
term in Eq.(4.39) is equal to eδ

4(eκ−eλ)
= 0.2648 + O(ε) and in Eq. (4.43): 24

25π
ε = 0.3056ε. The

difference is only 10% which is very satisfying. A comprehensive explanation of the connection
between Grad’s expansion and the Chapman-Enskog expansion should account for the difference.
We are not aware of the existence of such an analysis which is surely necessary.

5. Conclusion
Our method of generating functions has been applied to the calculation of the source terms in
Grad’s moment equations. Although we have considered the dilute limit it is possible to include
all the terms in Eq.(2.2) (i.e., containing Θ).
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To demonstrate the method we have chosen the simple problem of a stationary one-dimensional
granular gas under gravity. For clarity we have specialized further to the 13-moment where the
calculation is easy to follow and for definiteness we have presented the numerical solution of the
system for three typical sets of parameters.

The method presented in this article should find many applications in the field of rarefied gas
dynamics since these are “dilute elastic granular gases”.

In this article we have tried to revive the standard method of polynomial expansion for solving
the Boltzmann equation with the help of modern computer tool of symbolic computation. Despite
the mathematical pitfalls of Grad’s method of moments we believe it worthwhile to explore the
Grad expansion to high moments. Hitherto unknown structures could appear yielding clues for an
improved closure mechanism or divergences that could somehow be summed over. Our method
provides such a capability.

This work could not have been performed without the support and encouragement of Isaac
Goldhirsch. A brilliant physicist, a great teacher and most of all a dear friend. Thank you, Isaac,
for all you gave us.

A Supergenerating function
Define:

I1 =

∫

g·k>0

dk (g · k) e−F dC1dC2

where:

F = b1C
2
1 + b2C

2
2 + b3C

′2
1 + b4C

′2
2 +

x

2
(C′

1 + C1)
2
+

y

2
(C′

1 + C2)
2
+

z

2
(C′

1 + C′
2)

2

The kinematical relations are (see Eq.(2.1)):

C′
1 = C1 − 1 + α

2
(k · g)k

C′
2 = C2 +

1 + α

2
(k · g)k

Defining the center of mass velocity: Ccm ≡ 1
2
(C1 + C2) one has:

F = λ2C
2
cm + q ·Ccm +

(
λ2

4
− y + z

2

)
g2

+
1 + α

4

(
− (1− α) (b3 + b4)− x

2
(3− α) +

y

2
(1 + α)

)
(k · g)2

where:

λ2 = b1 + b2 + b3 + b4 + 2x + 2y + 2z

q = (b1 − b2 + b3 − b4 + 2x)g − (1 + α) (b3 − b4 + x + y) (k · g)k

169



S.H. Noskowicz and D.Serero Generating Functions and Kinetic Theory

Using the well-known Gaussian integral:
∫

ddxe−
1
4
xN−1x+qx = (4π)

d
2

√
|N|eqTNq (A1)

I1 =

∫

g·k>0

dCcmdgdk (g · k) e−λ2C2
cm−q·Ccme

1+α
4 ((1−α)(b3+b4)+x

2
(3−α)− y

2
(1+α))(g·k)2−(λ2

4
− y+z

2 )g2

(A2)
Here, N−1 = 4λ2I where I is the identity matrix:

qTNq =
1

4λ2

((b1 − b2 + b3 − b4 + 2x)g − (1 + α) (b3 − b4 + x + y) (k · g)k)2

Let:

λ1 =
λ2

4
− y + z

2
− (b1 − b2 + b3 − b4 + 2x)2

4λ2

λ3 =
1 + α

4

(
− (1− α)

(
b3 + b4 +

x + y

2

)
+ y − x− 1

λ2

A

)

where A ≡ (b3 + b4 + x + y) ((1 + α) (b3 + b4 + x + y)− 2 (b1 − b2 + b3 + b4 + 2x)) One ob-
tains:

I1 =
2π

7
2

λ
3
2
2 λ1 (λ1 + λ3)

(A3)

To obtain the prefactors apply the differential operator to e−F to pull-down the appropriate scalar
products. To pull down C2

1 one replaces the latter quantities by the differential operator − ∂
∂b1

.
Similarly C2

2 is replaced by− ∂
∂b2

, C ′2
1 by− ∂

∂b3
and C ′2

2 by− ∂
∂b4

. For the scalar products of different
velocities proceed as follows. Write:

C1 ·C2 =
1

2
(C1 + C2)

2 − 1

2
C2

1 −
1

2
C2

2

=
1

2
(C′

1 + C′
2)

2 − 1

2
C2

1 −
1

2
C2

2 = − ∂

∂z
+

1

2

∂

∂b1

+
1

2

∂

∂b2
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Similarly:

C1 ·C′
1 =

1

2
(C′

1 + C1)
2 − 1

2
C ′2

1 −
1

2
C2

1 = − ∂

∂x
+

1

2

∂

∂b3

+
1

2

∂

∂b1

C1 ·C′
2 = C1 · (C1 + C2 −C′

1) = C2
1 + C1 ·C2 −C1 ·C′

1

= − ∂

∂b1

+

(
− ∂

∂z
+

1

2

∂

∂b1

+
1

2

∂

∂b2

)
−

(
− ∂

∂x
+

1

2

∂

∂b3

+
1

2

∂

∂b1

)

=
∂

∂x
− ∂

∂z
− ∂

∂b1

+
1

2

∂

∂b2

− 1

2

∂

∂b3

C2 ·C′
1 =

1

2
(C′

1 + C2)
2 − 1

2
C ′2

1 −
1

2
C2

2 = − ∂

∂y
+

1

2

∂

∂b3

+
1

2

∂

∂b2

C2 ·C′
2 = C2 · (C1 + C2 −C′

1) = C1 ·C2 + C2
2 −C′

1 ·C2

= − ∂

∂z
+

1

2

∂

∂b1

+
1

2

∂

∂b2

− ∂

∂b2

−
(
− ∂

∂y
+

1

2

∂

∂b3

+
1

2

∂

∂b2

)

= − ∂

∂z
+

∂

∂y
+

1

2

∂

∂b1

− ∂

∂b2

− 1

2

∂

∂b3

C′
1 ·C′

2 =
1

2
(C′

1 + C′
2)

2 − 1

2
C ′2

1 −
1

2
C ′2

2 = − ∂

∂z
+

1

2

∂

∂b3

+
1

2

∂

∂b4

B Maxwell Boundary Conditions
One of the drawbacks of Grad’s method of moments is the determination of the boundary condi-
tions for the higher moments. What should one impose on the vertical flux of the stress tensor in
the vertical direction? This question is far from trivial [28]. A very popular choice is the Maxwell
boundary conditions (MBC) which is a boundary condition on the whole single particle distribution
function and indirectly on its moments (e.g., [30]). The model is defined as follows.

Assume the horizontal bottom wall (z = 0) reemits, with probability equal to a (accommo-
dation coefficient), every impinging particle as if drawn from a (wall) Maxwellian distribution,
fw

M :

fw
M (C) = nw

(
m

2πTw

)3/2

e−
mC2

2Tw (B1)

With probability 1 − a the particle has its velocity along the z-axis reversed. The one particle
distribution function f (Cz, C⊥, z) depends on the height, z, on Cz and on the magnitude of the
transverse velocity CT . The Maxwell Boundary Condition (MBC) reads:

f (Cz, C⊥, 0) = Θ (Cz) (afw
M (C) + (1− a) f (−Cz, C⊥, 0)) + Θ (−Cz) f (Cz, C⊥, 0) (B2)
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By continuity at the bottom. :

MN,p (z = 0) =
1

n (0)

∫
Θ (Cz) (afw

M (C) + (1− a) f (−Cz, CT , 0)) C2NCp
z dC

+
1

n (0)

∫
Θ (−Cz) f (Cz, CT , 0) C2Nvp

zdC (B3)

Hence:
∫

Θ (Cz) (afw
M (C) + (1− a) f (−Cz, CT , 0)) C2NCp

z dC =

∫
Θ (Cz) f (Cz, CT , 0) C2NCp

z dC

which upon substituting (B1) and (4.9) reads:

anw

(
2Tw

m

)N+ p
2
∫

Θ (Cz) e−C2

C2NCp
z dC

+ (1− a) n (0)

(
2T (0)

m

)N+ p
2
∞∑

α=0

∞∑
q=0

(−√2
)q

q!
µ(q,α)

∫
Θ (Cz) e−C2

C2(N+α)Cq+p
z dC

= n (0)

(
2T (0)

m

)N+ p
2
∞∑

α=0

∞∑
q=0

(√
2
)q

q!
µ(q,α)

∫
Θ (Cz) e−C2

C2(N+α)Cq+p
z dC (B4)

or:

aANp =
n (0)

nw

(
T (0)

Tw

)N+ p
2
∞∑

α=0

∞∑
q=0

2
q
2

q!
µ(q,α)AN+α,q+p (1− (−)q (1− a)) (B5)

It is easy to see that the MBC satisfy the three conservation constraints (density, moment, temper-
ature) at the bottom.
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